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ABSTRACT

In recent years, many tertiary institutions have been changing their pen-and-paper English placement test practices into computer-based ones. In the process of constructing the University of Nicosia (Intercollege) New English Placement Test Online (NEPTON), we discovered how to redesign our test to include the use of technology. The present article reports this experience in three parts. In the first section, we demonstrate how NEPTON, a hybrid of a computer-based test (CBT) and a computer adaptive test (CAT) model was influenced and shaped by theoretical issues such as CBT and CAT characteristics—their advantages and disadvantages—and by practical issues such as the particular context of the institution. This is followed by a detailed description of the test, highlighting its essential and innovative features. Lastly, we discuss and analyze different aspects of the test's first administration to establish how reliable and valid this test is as a placement instrument for first-year University of Nicosia (Intercollege) students.
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INTRODUCTION

Just as language testers had to come to terms with continuous new changes in testing methodologies, today's language testers are deeply caught in the web of technological advances that affect second language (L2) testing. They need to learn how to redesign their tests, integrate a variety of new technologies and applications, and apply technology in ways that meet their testing aims and the needs of their test takers.

In 2003, the University of Nicosia (Intercollege), one of the major private institutions of higher education in Cyprus felt it was time to respond to the new L2 testing realities. The large question was how to change its existing English placement pen-and-paper practices to online ones. In view of this task, two major subsequent questions were identified as central to this change.

1. Which computer-based language testing model is the most suitable for our English placement testing program?

2. Can a hybrid of a computer-based test (CBT) and a computer adaptive test (CAT) serve as an efficient and reliable online language placement testing tool for large groups of English learners?
Focusing on these two questions, this article documents the theoretical and practical issues influencing the test model concept, how this model was shaped by theoretical and particular context considerations, and how the implementation and evaluation process of the New English Placement Test Online (NEPTON) was affected by these factors.

**COMPUTER-ASSISTED LANGUAGE TESTING (CALT)**

**L2 Testing and Computers**

Computers have played a key role in language testing since 1935 (Fulcher, 2000), particularly since the expansion of personal computers in the late 1970s and 1980s (Godwin-Jones, 2001), and many institutions have incorporated technology in their language testing. However, test developers still have to decide which test type and design would fit their language-testing needs.

**Current English Placement Test (EPT) Practices**

As in many other tertiary institutions, the University of Nicosia (Intercollege) employs scores of tests, such as Test of English as a Foreign Language (TOEFL), International English Language Testing System (IELTS), and General Certificate of Education (GCE), to make placement decisions for incoming ESL students. These tests exist in both pen-and-paper and computer-based form. They primarily use multiple-choice questions with some using other types of activities such as sentence completion, synonym selection, and fill in the blank. These tests are of a generic type. Although there is criticism of such standardized tests (Alderson, 1987, Fulcher, 2003), it is widely recognized that they are still one practical way of measuring students’ language competence.

Many universities and colleges develop their own placement tests. Most of these are mainly pen-and-paper tests, testing reading comprehension and grammar in mainly multiple-choice question form and in essay writing form. Gradually, however, many institutions are moving from these practices to computer-based ones: Calis, Duke University; Dasher, University of Iowa; MaxAuthor, University of Arizona (Godwin-Jones, 2001), Quick Placement Test (2001), Oxford and Cambridge Universities, and other agencies (DIALANG, 2001). Free or commercial electronic assessment devices are also used (e.g., Question Mark, 2004; Hot Potatoes, 2004; and Quia, 1998-2006). These devices offer a substantial variety of techniques used for electronic language testing. However, they are generic and restrictive in their functions because they only provide templates of specific test activity types, and, more important, they depend on central, external control and can prove quite expensive. Assessment electronic authoring tools, which form part of comprehensive online learning environments, such as WebCT (2004) and Blackboard (2004), are also used over the Internet (Godwin-Jones, 2001) for such needs. Since the University of Nicosia (Intercollege) uses WebCT to deliver courses, it was important to study its testing features. These features offer test formats such as multiple choice, essay, gap filling, and matching/ranking. However, they have the same restrictive characteristics as generic tests in that they lack the flexibility in areas where the developer of the authoring system has made decisions that may not harmonize with the wishes of the test developer (Chapelle & Douglas, 2006). Many electronic testing techniques derive from techniques suggested in the L2 testing theory literature for pen-and-paper tests (Hughes, 1989; Weir, 1990; Heaton, 1988). However, the interactivity offered by electronic testing devices enriches the pool of testing techniques. From this review, it was clear that our institution needed a test tailored to its students’ needs, reflecting our syllabi, built and controlled by the institution, and not expensive to use.
After establishing the extent of CBT practices, the question of which computer-based model would be most suitable for the University of Nicosia (Intercollege) English Placement Testing program was addressed. The study of CBT and CAT helped in deciding which computer-based model would fit our institution’s needs. Computerized testing, whether adaptive or not, provides some significant advantages (Brown, 1997; Dunkel, 1999; Roever, 2001) over pen-and-paper testing: CBTs are less expensive (no paper waste, no markers), and they usually take less time and are therefore more efficient. Research has shown that a 50-question computerized test takes much less time to administer than a 50-question pen-and-paper test. Many test takers like computers and are therefore more motivated and even enjoy the testing process (Stevenson & Gross, 1991). Taking a test on the computer seems to be more interesting and less intimidating than taking it on paper. Test takers may find that CBTs are less overwhelming (as compared to equivalent pen-and-paper tests) because the questions are presented one at a time on the screen rather than in an intimidating test booklet with hundreds of test items. Electronic tests can also provide more variety in testing techniques, which can prove more interactive and authentic. New types of questions (e.g., point and click, drag and drop, and simulations) improve the test’s ability to measure important skills. CBTs can provide improved test security, consequently test results are more meaningful. Test takers make fewer extraneous errors answering computerized test questions than they do when filling in the small circles on answer forms for pen-and-paper tests. Computerized tests are much more accurate for scoring selected-response test results than are pen-and-paper tests or oral exams and for reporting scores than human beings are. Tests can be scored immediately, providing instantaneous feedback for the examiners and the examinees. Computers can also provide statistical analysis of results. CBTs are superior in terms of reliability and validity (Dunkel, 1991). The increased use of computers in test development and delivery may reduce the testing costs in the future for the test developer, test publisher, test user, and test taker.

**Limitations of CBTs**

We were however concerned for some CBT features: questions in CBTs are the same for all test takers, questions are presented in a linear form, CBTs usually have many questions and are rather long, and maximum marks give the score. These were aspects we did not want to include in our test.

**Computer Adaptive Tests (CATs)**

CATs have some additional advantages (Dunkel, 1991): they are more efficient than CBTs in that they are shorter and quicker because they use even fewer test items to arrive at the test taker’s level. Even with their shorter time limits, CATs provide more time per test question compared to both pen-and-paper and CBTs. Moreover, CATs allow easier test revisions. If a test question is not functioning well, it can be removed without a complete republishing of the test. CATs also improve security in several ways. First, CATs expose items at a much reduced rate (large item pools, random choice, adaptive testing), allowing the items to be effective for a longer period of time. Second, test-coaching efforts that focus on individual items are less effective because it is not clear which items will be presented to the person. All these features make it impossible for one examinee to successfully cheat by copying another’s correct answers.

According to theorists, the main advantage of CATs over traditional computerized test designs is efficiency: this is achieved by avoiding presenting questions that provide no help
in determining the person’s score (i.e., questions that are too easy or too hard). CATs are tailored to the needs of individual test takers (Chapelle & Douglas, 2006). Each test taker answers questions that are personally challenging without being too hard or too easy. Boredom from answering many easy questions and frustration from answering too many hard questions are avoided. This efficiency is the main reason, according to Grist (1989), that certification candidates overwhelmingly prefer adaptive tests and why many institutions have adopted this measurement technology. Because of this, it is unclear exactly when the test will end. A CAT usually presents a variable number of questions, and a minimum and maximum number of questions are typically set. The score is not based on the number of correct answers but is derived from the level of difficulty of the questions answered correctly. The score is computed statistically and is based on the principles of item response theory (Lord, 1980). Thus, CATs produce a similar psychological test-taking experience for everyone.

**Limitations of CATs**

Although CATs seem to tailor testing to the individual test taker’s ability, there are some features we were concerned about. As Chappelle and Douglas (2006) argue, questions have been raised concerning the effect of leaving item selection up to a computer program that chooses items on the basis of the level of difficulty of the items. We agree with them that content should be taken into consideration, that items should not only be selected from the pool for any given candidate on the basis of statistical characteristics alone without making sure that the candidate appropriately sampled items from the relevant content, and that this should not be left to chance. Selection of items included on a CAT by an algorithm may not result in an appropriate sample of test content (Chapelle, 2001). Two approaches attempted to avoid having the item selection algorithm choose each item individually and gain more control over the way content is sampled: (a) the presentation of items in “testlets” (Wainer & Eignor, 2000)—in other words the clustering of items of different aspects of the construct of interest at the same level (e.g., different grammar aspects) presented in a passage—and (b) the tagging of individual items in a pool with information about content and having the item selection algorithm choose the items on the basis of content as well as statistical properties. We found that the first approach, although with some potential for further investigation, restricts itself to one aspect of language (e.g., grammar) and that the second approach is restricted to individual words or sentences. Another concern with this type of adaptive selection is the risk of having the test prematurely terminate if the calculated ability estimate triggers a search for a question with a difficulty level beyond the upper/lower limits of the item bank. We also felt concern for the fact that test takers are not given the same and adequate number of questions, are not tested adequately in the various skill areas and in various types of activities and text types, and are not tested in all levels (very often students know different aspects at different levels). Another concern is that CATs do not allow test takers to revisit test items. Test takers indicate greater satisfaction when they have the opportunity to review their answers and often tend to improve their answers if they have the opportunity to review them (Vispoel, Hendrickson, & Bleiler, 2000).

**Disadvantages of CBT and CAT**

Research also refers to some disadvantages using computers in L2 testing. Brown (1997), for example, divides these disadvantages into two categories: physical considerations (computer equipment not always available or in working order, reliable sources of electricity, screen size limitations, and graphics capabilities) and performance considerations (student familiarity with using computers or keyboards). Dunkel (1991) also talks about the high cost of com-
computer hardware and software, the time required to acquaint test takers with the computer, and the potential of evaluating not only language but also computer skills. Cohen (1984) and Larson and Madsen (1985) are also concerned with the potential bias in computerized exams against students unfamiliar with the new technology. These disadvantages do not apply in our institution. There is a large number of computer labs continuously serviced by lab assistants. Computer equipment is always in working order, therefore delivering a test electronically using personal computers is not a problem. Our online tutorial familiarizes test takers with the test features and accommodates them with a test trial.

TEST CONSTRUCTION
We then investigated various theories in test construction and evaluation. Alderson, Clapham, and Wall (1995) discuss the importance of test specifications (purpose, learner, sections/papers, target language situation, text types, language skills, language elements, tasks, items, methods, rubrics, and criteria). Chapelle and Douglas (2006) suggest a four-process architecture for an assessment system (adapted from Almond Steingerg and Minlevy, 2002): activity selection process, presentation process, response process, summary scoring process. Fulcher (2003) considers various aspects of the process in designing an interface for a computer-based language test. He discusses general design considerations and processes: prototype (hardware and software), interface (navigation, terminology, page layout, text and text color, toolbars and controls, icons and graphics, help facilities outside the test, item types, multimedia, forms for writing and short-answer tasks, and feedback) and concurrent design issues (activities, usability testing, field testing, and fine tuning). Noijons (1994) suggests some points which can be used to evaluate two major CALT aspects: (a) aspects of test content—before taking the test (purpose and objective of the test, test length and ways items are selected from an item bank), during (item type and format of responses, feedback, test time, responses registration), and after (evaluation and test results presentation)—and (b) aspects of taking the test—before (entrance to the test, test instructions, examples of items, test check), during (fraud, breakdowns, feedback, end of test), and after (storage and printing of data). We took all of these into consideration and tailored many of them to the development of our own test.

BACKGROUND INFORMATION
After studying and critically analyzing the existing L2 testing models, we reviewed the existing University of Nicosia (Intercollege) EPT practices to establish the needs. Students at the University of Nicosia (Intercollege) come from government or public schools in Cyprus or from schools from approximately 78 other countries. They are evaluated upon their entrance and placed into six English language levels and respective courses (BENG-50, BENG-80, BENG-90, BENG-100, ENG-100 and ENG-101). Up until 2003, a pen-and-paper EPT was used to place students (Intercollege Placement Test: Marking Guidelines and Sample Placement; Intercollege English Placement Test, pen-and-paper format). This test had an item bank of 64 questions used in four different exam papers in a different item order. It covered structure (30 points), vocabulary through sentence-based multiple-choice questions (15 points), reading comprehension through text-based multiple-choice questions (19 points), and writing through essay writing. Students were placed based on the following system: Test score 0-18: BENG-50; 19-27: BENG-80; 28-36: BENG 90; 37-45: BENG 100; 46-54: ENG-100, and 55-above: ENG-101. For the essay the following formula was followed: essay score 0: BENG-50; 1: BENG-80; 2: BENG-90; 3: BENG-100; 4: ENG-100, and 5: ENG-101. When test score conflicted with essay score, the essay score took precedence. Various standardized exams such
as GCE and TOEFL were also used. University of Nicosia (Intercollege) EPT was based on traditional pen-and-paper testing methods, administration, correction, and result reporting.

THE NEW ENGLISH PLACEMENT TEST ONLINE (NEPTON)

Test Specifications

After researching the existing computer based language testing models and University of Nicosia (Intercollege) EPT practices, we decided to develop our own test design for our New English Placement Test Online (the NEPTON test). The test specifications were designed based on Alderson et al.’s (1995) test specifications, Chapelle and Douglas (2006) assessment system architecture, Fulcher’s (2003) interface design, and on Noijons’s (1994) evaluation guidelines.

The NEPTON Purpose

NEPTON was developed to assess online University of Nicosia (Intercollege) incoming students’ English language proficiency and place them in English courses appropriate to their level of English competence.

NEPTON Content

The comparison of current theories and practices in L2 testing to the particular University of Nicosia (Intercollege) testing context resulted in the adoption of a form of the ‘loosely’ used communicative paradigm as the design approach for NEPTON. This was based on the following facts: NEPTON had to serve the specific context of the University of Nicosia (Intercollege) and the particular needs of its students. A communicative language test is based on a description of the language that test takers need to use and reflect communicative situations in which test takers are likely to find themselves. For University of Nicosia (Intercollege) students, these situations are

1. Everyday situations
   Although the University of Nicosia (Intercollege) is in Cyprus, where Greek is the prominent language, English is mainly the common language of communication among non-Greek speakers who live or study in Cyprus. In other words, English is very often the language of communication in students’ everyday life.

2. Academic setting
   Although in a predominantly Greek-speaking country, the University of Nicosia (Intercollege) uses English as the language of instruction, therefore students need an adequate knowledge of English for their academic needs.

According to the relevant literature, communicative language tests are those which make an effort to test language in a way that reflects how language is used in real communication (Kitao & Kitao, 1996). Although it is not always possible to make language tests fully communicative, it may often be possible to incorporate communicative elements in them. Following this approach in NEPTON, we included authentic or authentic-like text types, similar to the ones students would come across in their academic, personal, and social settings in Cy-
prus and overseas from newspapers, magazines, advertisements, literary books, letters, and short stories. These text types cover relevant topics, and incorporate vocabulary, structure, and sociolinguistic elements which derive from the literature review and the University of Nicosia (Intercollege) English curriculum. The test was designed to stress variety by including a sampling of different topics, functions, situations, levels of difficulty, lengths of passages, and types of questions. Contextual clues are strongly evident, so that items are functionally and semantically explicit. The test assesses writing using two different approaches. First, writing is divided into discrete levels, vocabulary, and grammar, and these elements are tested separately by the use of objective electronic testing activities. They test knowledge of vocabulary and grammar in the form of sentence-based multiple-choice items (see Figure 1).

Figure 1
Sentence-based Multiple-choice Items

The test also assesses vocabulary and grammar knowledge in a more contextualized mode in the form of text with four or five multiple-choice questions of drop-down menu selections (see Figure 2).

Figure 2
Multiple-choice Question with Drop-down Menu Selections

Reading comprehension is tested in two forms: in the contextualized and situational form of signs (accompanied by a visual) and texts with multiple-choice questions (see Figures 3 and 4).
Each item was selected according to the following criteria: the test purpose, topics, skills, format, sociocultural context and test takers’ background and study setting, as described in the test specifications. Finally, the test assesses writing through a more direct, communicative, and extended global integrative writing task, in a nonelectronic hand-written mode.

In terms of content, this tailor-made test reflects the learning context, the students’ profile, the type of English they use, their studies at the University of Nicosia (Intercollege), the English program at the University of Nicosia (Intercollege), and the social and educational context in Cyprus where the test is taken. The test is, to some extent, based on the old English placement practices (types of questions and language skill areas tested), so that the new test is smoothly accepted by stakeholders, regardless of the fact that it is also informed by current theories in L2 online testing.

**NEPTON: A Hybrid of CBT and CAT**

Taking the advantages and disadvantages of both CBT and CAT into consideration, we decided to explore the possibility of combining advantages from both tests and design a hybrid CBT/CAT which would attempt to avoid aspects of the tests we had concerns about.
**Main Essential and Innovative Features of NEPTON**

NEPTON is a computer-based test delivered online. It has unique and innovative features which make it different from CBTs and CATs. In NEPTON, items are not selected from a pool for any given test taker on the basis of the level of difficulty of the items and of statistical characteristics alone, but rather on an algorithm which systematically selects items also on the basis of their content. This algorithm selects items during the test from an item pool composed of subpools of substantial numbers of items of different language competence levels, different skills, and activity types. This process is based on a balanced and sufficient predetermined test choice and item selection of six level-based slides with nine items of a different skill and activity type per slide. This ensures that all test takers are tested at all levels through (a) a randomized selection of tests which offer a different predetermined selection of nine-item-slide-based selection and (b) a randomized selection from subpools of items of all skills tested, all test activity types, and in the same number of questions. The test is long enough to test all test takers adequately and short enough for test takers not to be bored. It offers similar psychological experience to all test takers. The nine-item slide selection algorithm, the large item pool, and the multiple randomization system also strengthen test security. Test takers are aware of the test length and the time available to take the test. Although items are administered one at a time and test takers are not overwhelmed with too many items presented together, they have at the same time the flexibility to browse through the items in any order they like at their own pace and review and change their responses. Both the test taker and the administrator interfaces have innovative features which make navigation and test use simple and friendly. The software, based on existing resources and local expertise, was made in house for more control over desired options. The database is stored according to the test specifications designed for the specific needs of the institution’s test takers (choice of activity types, skills tested, item selection algorithm and the resulting cut off point system, and compatibility to the institution’s placement levels). The hybrid nature of the test led to two more innovative features: a somewhat different and alternative system of item analysis and a system to calculate cut off points. As a result, each test taker is presented with a unique well balanced test of substantial length with skills tested and activity types at all levels.

**Presentation Platform**

In the development of NEPTON, we had to consider computer hardware and software. Preference was given to the IBM/PC environment which was widely used in our computer labs. It was also decided to keep system requirements to a minimum: minimal RAM and graphics. We also kept the test programming structure modular and open ended so as to easily accommodate database changes.

**The NEPTON Testing Software**

The software was designed based on the test specifications, which included the features needed for the hybrid test. The system was developed on Microsoft.NET platform (Mack & Seven, 2002; Walther, 2003; Sceppa, 2002) and has the architecture shown in Figure 5.

The Test Database Server includes the Question Bank, the Test Profile, the Generated tests, the Students’ Records, the Test History and the Assessment Rules. In the web server reside the Web Based Administrator and the Test Presenter. The Web Based Administrator provides the Question Database Management, the Test Profile Management, the User Management (Administrators), the Student Management (test takers), and the Reports Generating. The Desktop Administrator’s tool includes the item editor, slide manager, user manager, and
student manager, pen-and-paper test set up, system set up, change password, results, test key, and logout.

**Figure 5**
The NEPTON Test System Architecture

---

**Test Taker Interface**
The primary requirement of the test taker interface was that it be simple and user friendly. A tutorial gives test takers a description and samples of the four types of activities in their multiple-choice format, what those activities assess, and explains the various test interface and navigation features. The test takers have the opportunity to trial the test. After completing a short set of personal information input fields, they then take the test.

The test taker interface is very user friendly. The number of questions to be answered is clearly indicated at the top of the screen. The different button colors indicate the status of each item: green indicates questions already answered, yellow indicates that not all items in a text-based drop-down menu selection or multiple choice questions are completed and that the test taker needs to return and complete them, red indicates the current item, and grey indicates items still remaining to be answered (see Figure 6).
Test takers can move freely to any item in any order they wish. Each item is presented in the main area of the interface. At the bottom of the screen, test takers can see their name on the left, the time available and the next-question button in the middle, and the Finish Test button on the right. The only computer skills needed are mouse clicking and, for some text-based questions, scrolling.

**The Administrator Interface**

The Administrator interface is also user friendly. The menu bar at the top of the screen indicates the various functions: Item Editor, Slide Manager, User Manager, Student Manager, P&P test setup, system set up, change password, results, test key, and log out. At the top of the Items Editor area, the item identification number, type, and level are indicated. Here, the test administrator can upload test items according to their classifiers. In the upper (Online Item) section, the item is uploaded for online use (see Figure 7).

Figure 6
Test Taker Interface

![Test Taker Interface](image)

Figure 7
NEPTON Items Editor

![NEPTON Items Editor](image)
In the lower (Pen & Paper Item) section, the item is uploaded for the pen-and-paper version use (see Figure 8).

Figure 8
NEPTON Item Editor/Pen-and-paper Item Entries

At the bottom of the page, the test administrator can edit or delete test items, include the responses of each multiple choice, their weight, and the letter for each one. Finally, the question can be previewed and then approved to become available. The navigation buttons are very easy to use. The rest of the functions of the upper toolbar of the administrator’s interface are equally easy to use.

The Item Bank

We developed a large pool for the six English language competence levels. The items measure writing (structure and vocabulary) and reading comprehension skills (scanning and skimming). These discrete items represent a wide range from the whole area of content of the following activity types and assess the following skills: sentence-based structure (SB-S), text-based structure (TB-S), sentence-based vocabulary (SB-V), text-based vocabulary (TB-V), sign-based reading Comprehension (SB-RC), and text-based reading comprehension (TB-RC). These test items are stored in respective subpools.

MODERATION AND ITEM POOLS

The validity of the test items was examined through a moderation process. About 42% of the English program teaching faculty and four native speaker professionals in the field contributed to this process which involved: (a) editing, commenting on the clarity of each task, appropriateness of each item in terms of the level, appropriateness of what each item tested (vocabulary and structure) and (b) reading comprehension suitability of texts at each level, format and items, uniqueness of each correct answer, content, context and topics, and appropriateness of sociocultural aspects the embedded content. All these items were reviewed
to qualify according to the criteria above. As a result, items were edited, choice or length of
the texts was improved, and some deletions were made. The original number of questions
and items was reduced to 632 questions consisting of 1,084 items. These were uploaded in
the test software according to their classifiers (see Table 1).

Table 1
Test Questions and Test Items

<table>
<thead>
<tr>
<th>Question</th>
<th>Level</th>
<th>SB-S</th>
<th>TB-S</th>
<th>SB-V</th>
<th>TB-V</th>
<th>SB-RC</th>
<th>TB-RC</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>BENG-50</td>
<td></td>
<td>50</td>
<td>10</td>
<td>22</td>
<td>7</td>
<td>21</td>
<td>10</td>
<td>120</td>
</tr>
<tr>
<td>BENG-80</td>
<td></td>
<td>59</td>
<td>8</td>
<td>29</td>
<td>14</td>
<td>20</td>
<td>10</td>
<td>140</td>
</tr>
<tr>
<td>BENG-90</td>
<td></td>
<td>40</td>
<td>11</td>
<td>29</td>
<td>12</td>
<td>0</td>
<td>10</td>
<td>102</td>
</tr>
<tr>
<td>BENG-100</td>
<td></td>
<td>52</td>
<td>5</td>
<td>13</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>ENGL-100</td>
<td></td>
<td>46</td>
<td>5</td>
<td>55</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>116</td>
</tr>
<tr>
<td>ENGL-101</td>
<td></td>
<td>33</td>
<td>5</td>
<td>27</td>
<td>5</td>
<td>0</td>
<td>4</td>
<td>74</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>280</td>
<td>44</td>
<td>175</td>
<td>49</td>
<td>41</td>
<td>43</td>
<td>632</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Items</th>
<th>Level</th>
<th>SB-S</th>
<th>TB-S</th>
<th>SB-V</th>
<th>TB-V</th>
<th>SB-RC</th>
<th>TB-RC</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>BENG-50</td>
<td></td>
<td>50</td>
<td>50</td>
<td>22</td>
<td>28</td>
<td>21</td>
<td>40</td>
<td>211</td>
</tr>
<tr>
<td>BENG-80</td>
<td></td>
<td>59</td>
<td>40</td>
<td>29</td>
<td>56</td>
<td>20</td>
<td>40</td>
<td>244</td>
</tr>
<tr>
<td>BENG-90</td>
<td></td>
<td>40</td>
<td>55</td>
<td>29</td>
<td>48</td>
<td>0</td>
<td>40</td>
<td>212</td>
</tr>
<tr>
<td>BENG-100</td>
<td></td>
<td>52</td>
<td>25</td>
<td>13</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>130</td>
</tr>
<tr>
<td>ENGL-100</td>
<td></td>
<td>46</td>
<td>25</td>
<td>55</td>
<td>24</td>
<td>0</td>
<td>16</td>
<td>166</td>
</tr>
<tr>
<td>ENGL-101</td>
<td></td>
<td>33</td>
<td>25</td>
<td>27</td>
<td>20</td>
<td>0</td>
<td>16</td>
<td>121</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>280</td>
<td>220</td>
<td>175</td>
<td>196</td>
<td>41</td>
<td>172</td>
<td>1,084</td>
</tr>
</tbody>
</table>

QUESTION SELECTION ALGORITHM

The item selection algorithm was based on multiple randomizations. The test was generated
through electronic and random choice following a nine-item slide design per level. There were
two combinations of random selection: one for Test 1 and Test 2 and the other for item selec-
tion from the subpools for each item slide. Thus, if Test 1 is selected, three one-item questions
are chosen from the SB-S BENG-50 50-item subpool, then one text (including 5 test items)
from the TB-S BENG-50 10-item subpool and one question (one item) from the SB-RC BENG-
50 21-item subpool (total of nine test items) (see Table 1). The random selection continues
from the BENG-80 item pools to ENGL-101: (nine items per level) (see Test 1 in Table 2).

The same randomization process is followed if Test 2 is selected (See Test 2 in Table 2). The total length of each randomly generated unique test consists of six level-based slides
of nine items each of 33 discrete questions equaling 54 items per student. This item selection
ensures that all test takers take a unique test. They have the same number of questions and
are tested at all levels. The test items are randomly generated for each level from different
subpools covering different skills, text types, and content.
Table 2
Final NEPTON Slide Algorithm (After Field Testing)

<table>
<thead>
<tr>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>BENG-50</td>
<td></td>
</tr>
<tr>
<td>9 items per slide</td>
<td></td>
</tr>
<tr>
<td>SB-S: 3 TB-S: 5</td>
<td>VB-S: 4 VT or RC: 4</td>
</tr>
<tr>
<td>SB-RC: 1</td>
<td>SB-RC: 1</td>
</tr>
<tr>
<td>BENG-80</td>
<td></td>
</tr>
<tr>
<td>9 items per slide</td>
<td></td>
</tr>
<tr>
<td>VB-S: 4 VB-T / TB-RC: 4</td>
<td>SB-S: 3 TB-S: 5</td>
</tr>
<tr>
<td>SB-RC: 1</td>
<td>SB-RC: 1</td>
</tr>
<tr>
<td>BENG-90</td>
<td></td>
</tr>
<tr>
<td>9 items per slide</td>
<td></td>
</tr>
<tr>
<td>SB-S: 4 SB-T: 5</td>
<td>SB-V: 5 TB-V or TB-RC: 4</td>
</tr>
<tr>
<td>BENG-100</td>
<td></td>
</tr>
<tr>
<td>9 items per slide</td>
<td></td>
</tr>
<tr>
<td>SB-V: 5 TB-V or TB-RC: 4</td>
<td>SB-S: 4 TB-S: 5</td>
</tr>
<tr>
<td>ENG-100</td>
<td></td>
</tr>
<tr>
<td>9 items per slide</td>
<td></td>
</tr>
<tr>
<td>SB-S: 4 TB-S: 5</td>
<td>SB-V: 5 TV-V or TB-RC: 4</td>
</tr>
<tr>
<td>9 items x 6 slides</td>
<td>54 items (33 questions)</td>
</tr>
</tbody>
</table>

THE NEPTON PEN-AND-PAPER FIELD TESTING

NEPTON was initially field tested in pen-and-paper form during the second semester of the 2003-2004 academic year. A sample of about 1,400 students participated in the field testing at three testing sites. Each test consisted of approximately 65 randomly chosen questions representing approximately 108 test items (two slides of nine items per level equalling 18 items by six level-based slides equalling a total of 108 items, and text-based questions included four to five test items each). The mode of item presentation followed a slide design from lower to higher levels, and each item was randomly chosen from the different test-item-type pools (sentence, cloze-text, signs, text, matching text, and titles). The aim was twofold: to have all test items used by as many students as possible so that item analysis could be as accurate as possible and to analyze the data in order to establish cut off points for use in the online trial of NEPTON.

ITEM ANALYSIS

The item analysis was done using the tests of 584 test takers and the 1,084 test items included in the test battery.

The NEPTON Facility Value (FV)

Based on the literature on item analysis (Alderson et al., 1955; Brown, 2003) and our specific research context, we decided that 25% to 80% would be an acceptable facility value (FV) for each item. To establish this, we had to come up with an alternative way of analyzing the data due to the test’s hybrid nature: each item was ranked from high level to low level. The total number of test takers who took each item was recorded next to each item, together with the number of correct answers per test item. The total number of correct answers was then divided by the total number of test takers who took that item to establish the item’s FV. Table 3 provides a sample of the data used for the item analysis. It shows how the test item data have been recorded and the way the FV of each item was established.
Table 3
FV: Sample Item Analysis

<table>
<thead>
<tr>
<th>Item level</th>
<th>Item type</th>
<th>Item identity</th>
<th>Total no. of students who took the item (S)</th>
<th>Total no. of Correct Answers (C)</th>
<th>Facility Value (C/S)</th>
<th>Items with good facility value: 25%-80% (√)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENGL-101</td>
<td>Reading comprehension</td>
<td>767/i4</td>
<td>14</td>
<td>12</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>ENGL-101</td>
<td>Reading comprehension</td>
<td>767/i2</td>
<td>13</td>
<td>11</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>ENGL-101</td>
<td>Vocabulary text</td>
<td>640/i2</td>
<td>34</td>
<td>27</td>
<td>0.79</td>
<td>√</td>
</tr>
<tr>
<td>ENGL-101</td>
<td>Reading comprehension</td>
<td>767/i3</td>
<td>14</td>
<td>11</td>
<td>0.78</td>
<td>√</td>
</tr>
<tr>
<td>ENGL-101</td>
<td>Structure text</td>
<td>556/i4</td>
<td>23</td>
<td>18</td>
<td>0.78</td>
<td>√</td>
</tr>
<tr>
<td>ENGL-101</td>
<td>Structure sentence</td>
<td>548/i1</td>
<td>22</td>
<td>15</td>
<td>0.68</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Total of test items with good Facility Value</td>
<td>665/1,084</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The NEPTON Discrimination Index (DI)

There are no rules as to what discrimination indices (DIs) are acceptable because the possibility of getting high DIs varies according to the test type and range of ability of the examinees. According to Alderson et al. (1995), the highest discrimination possible is +1.00, although item writers are often content with DIs of +.4 or above. In the Statistics Guide: Interpreting the Reports (n. d.), it is argued that “Ideally, test items will have a positive discrimination index above 0.30 ....” We used this figure to calculate the discrimination index of each test item of NEPTON. To do so, all 1,084 items were ranked from high to low level. The total number of test takers who took each item was recorded next to each item in two categories: high score and low score groups. The number of correct answers in the high score group (CH) and the total number of test takers who took each item at high score group (SH) were recorded next to each item. The difficulty index was then calculated for the high score group (DH). In addition, the number of correct answers in the low score group (CL) and the total number of test takers who took each item at low score group (SL) were recorded. The difficulty index was calculated for the low score group (DL) as well. The high and low difficulty indices were then calculated to arrive at the discrimination index of each item. Out of 1,084 test items, 413 had an acceptable discrimination index above .30 (see Table 4).

Table 4
Item Analysis: Sample Discrimination Index

<table>
<thead>
<tr>
<th>Item ID</th>
<th>Total no. of students</th>
<th>Facility value</th>
<th>Total no. of correct answers at high level (CH)</th>
<th>Total no. of students at high level (SH)</th>
<th>Difficulty index for high score group (DH = CH/SH)</th>
<th>Total no. of correct answers at low level (SL)</th>
<th>Total no. of students at low level (CL)</th>
<th>Difficulty index for low score group (DL = CL/SL)</th>
<th>Discrimination index (DH-DL)</th>
<th>Acceptable discrimination index: above .30 (√)</th>
</tr>
</thead>
<tbody>
<tr>
<td>767/i4</td>
<td>14</td>
<td>0.85</td>
<td>7</td>
<td>3</td>
<td>0.88</td>
<td>5</td>
<td>6</td>
<td>0.83</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>767/i2</td>
<td>13</td>
<td>0.84</td>
<td>6</td>
<td>3</td>
<td>0.75</td>
<td>5</td>
<td>5</td>
<td>1.00</td>
<td>-0.25</td>
<td></td>
</tr>
<tr>
<td>640/i2</td>
<td>34</td>
<td>0.79</td>
<td>13</td>
<td>13</td>
<td>1.00</td>
<td>14</td>
<td>21</td>
<td>0.67</td>
<td>0.33</td>
<td>√</td>
</tr>
<tr>
<td>767/i3</td>
<td>14</td>
<td>0.78</td>
<td>7</td>
<td>3</td>
<td>0.33</td>
<td>4</td>
<td>6</td>
<td>0.67</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>556/i4</td>
<td>23</td>
<td>0.78</td>
<td>11</td>
<td>12</td>
<td>0.92</td>
<td>7</td>
<td>11</td>
<td>0.64</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>548/i1</td>
<td>22</td>
<td>0.68</td>
<td>10</td>
<td>11</td>
<td>0.91</td>
<td>5</td>
<td>11</td>
<td>0.45</td>
<td>0.45</td>
<td>√</td>
</tr>
<tr>
<td>556/i1</td>
<td>24</td>
<td>0.66</td>
<td>10</td>
<td>12</td>
<td>0.83</td>
<td>6</td>
<td>12</td>
<td>0.50</td>
<td>0.33</td>
<td>√</td>
</tr>
</tbody>
</table>
The test items that fell within the .25 to .80 range of facility value and the items among them that had the highest discrimination index (>0.30) were further selected for inclusion in the revised test. This resulted in retaining only those items in the test that were well centered and discriminated well between the high and the low scoring students (see Table 5).

### Table 5
**Item Analysis: Sample Facility Value and Discrimination Index**

<table>
<thead>
<tr>
<th>Item level</th>
<th>Item ID</th>
<th>Total number of students</th>
<th>Facility Value (FV)</th>
<th>Discrimination index</th>
<th>Items well centered and discriminating well: items with FV between 25% and 80% and with discrimination index above .30</th>
<th>Items not well centered and not discriminating well: items not with FV between 25% and 80% and not with discrimination index above .30</th>
</tr>
</thead>
<tbody>
<tr>
<td>BENG-90</td>
<td>133/i1</td>
<td>39</td>
<td>0.84</td>
<td>0.26</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>118/i1</td>
<td>38</td>
<td>0.84</td>
<td>0.35</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>720/i3</td>
<td>6</td>
<td>0.83</td>
<td>0.20</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>143/i4</td>
<td>6</td>
<td>0.83</td>
<td>0.50</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>144/i1</td>
<td>6</td>
<td>0.83</td>
<td>0.20</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>144/i4</td>
<td>6</td>
<td>0.83</td>
<td>-1.00</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>648/i3</td>
<td>6</td>
<td>0.83</td>
<td>0.50</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>290/i1</td>
<td>17</td>
<td>0.81</td>
<td>0.43</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>719/i3</td>
<td>16</td>
<td>0.81</td>
<td>0.31</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>269/i1</td>
<td>31</td>
<td>0.80</td>
<td>0.22</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>319/i3</td>
<td>25</td>
<td>0.80</td>
<td>0.11</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>145/i5</td>
<td>15</td>
<td>0.80</td>
<td>0.16</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>140/i3</td>
<td>5</td>
<td>0.80</td>
<td>-0.50</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>280/i1</td>
<td>27</td>
<td>0.77</td>
<td>0.17</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>312/i4</td>
<td>22</td>
<td>0.77</td>
<td>-0.18</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>BENG-90</td>
<td>272/i1</td>
<td>17</td>
<td>0.76</td>
<td>0.26</td>
<td>√</td>
<td></td>
</tr>
</tbody>
</table>

Total of items with good FV and DI: 390
Total of items with bad FV and DI: 694
Total number of test items: 1,084
Three hundred and ninety items (35.98%) out of 1,084 were found to be well centered and discriminated well, and 694 items (64.02%) were found neither to be well centered nor good discriminators. In total, 390 items were found to have good facility value as well as good discrimination index. The rest of the test items were reviewed.

**CUT-OFF POINTS**

Because of the hybrid nature of the test, we also had to find a somewhat different system to arrive at cut-off points. The NEPTON test cut-off points were calculated for each level-based slide, and were the result of a long series of iterations on student scores from the field testing. First, we analyzed the NEPTON raw data, which indicated the average of all test takers taking all questions. We added the overall averages of all students taking all questions at each of the six levels and divided them by six to come up with the mass average (the total of the overall average). We made the resulting figure of 4.76 into an integer, 5, because we had to have whole numbers as cut-off points. It was decided that the upper and lower bounds would be one above and one below, that is, the upper bound would be 6 and the lower bound would be 4 (see Figure 9).
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**Figure 9**

Bounds on Cut-off Points

<table>
<thead>
<tr>
<th>Test marks</th>
<th>LEV1</th>
<th>LEV2</th>
<th>LEV3</th>
<th>LEV4</th>
<th>LEV5</th>
<th>LEV6</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPPER BOUND</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>OVERALL AVERAGE</td>
<td>7.12</td>
<td>5.52</td>
<td>5.05</td>
<td>4.67</td>
<td>3.18</td>
<td>3.00</td>
</tr>
<tr>
<td>MASS AVERAGE</td>
<td>4.76</td>
<td>4.76</td>
<td>4.76</td>
<td>4.76</td>
<td>4.76</td>
<td>4.76</td>
</tr>
<tr>
<td>LOWER BOUND</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Once we found the upper and lower bounds, we started the iteration process to find acceptable cut-off points which would indicate the group average. Iteration 1 produced the lower bound cut-off points. These cut-off points were four at each of the six levels. Iterations were then carried out to try to refine the cut-off points. The result of Iteration 2 was 5, 4, 4, 5, 4, and 5. This result was again used in a series of iterations to see if we could come up with better cut-off points. In the end, it was found that the best cut-off points were the ones found in iteration 2, that is, 5, 4, 4, 5, 4, and 5 because they fell within the original boundaries, four for the lower bounds and six for the upper bounds.

As a result, the NEPTON placement was computed statistically and based on the principles of the nine-item/six-level slide design and the iteration process described above. Test takers moved from one level slide to another if they reached the designated cut-off point of each slide. In other words, if test takers reached the cut-off point of 5 for BENG-50, they moved on to the next level. If they reached the cut-off point of 4 for BENG-80, they moved on to the next level, and so on. This formula calculated the final placement and converted it to an Intercollege Placement English competence level.
FIRST NEPTON TEST ADMINISTRATION
The online version of NEPTON was administered in September 2004, at the beginning of the new academic year. The aims were to test and, if necessary, adjust the cut-off points derived from the iteration of the pen-and-paper field testing data and also to test the online delivery of the test. Since NEPTON is a test of grammatical and vocabulary knowledge as well as reading comprehension, there was a potential to misjudge student abilities compared to the written component, which is based on multiskill assessment. We therefore decided to trial NEPTON in its online format conjointly with the hand-written writing component. This accepted practice (Dunkel, 1999) was also necessary to implement in this project because it facilitated the introduction and easier acceptance of this new testing system by the English language instructors.

Five sessions were organized in eight 24-seat capacity IBM computer labs. A total of about 800 test takers were supervised by a trained invigilator per lab and serviced by lab assistants, the IT coordinator, the project coordinator and her assistant, and the head of the department.

Test takers were asked to complete pre- and posttest questionnaires: 263 test takers volunteered to complete the pretest questionnaire and 113 test takers chose to complete the posttest questionnaires.

FINAL NEPTON SCORE AND RESULT REPORTING
Test takers were placed in one of the six language levels by NEPTON only if they reached a minimum level at each level, according to the cut-off points previously calculated. The reported score indicated the English language level where test takers were placed. Both electronic and written results were considered, and the placement level of English of each test taker was determined.

Writing
All written tasks were based on tasks drawn from and reflecting meaningful written text-based communication that test takers would encounter during their college life as well as similar to ones found in the teaching materials of the respective levels. Test takers were given a selection of descriptive, narrative, informative, or persuasive written tasks of 120 words in length. The written task measured students’ writing skills in an integrative way.

NEPTON’S RELIABILITY AND VALIDITY
Test Reliability
After designing the hybrid model and developing the test, we wanted to find out whether such a test could be an efficient, reliable, and valid testing tool for our large number of English test takers.

General factors influencing reliability
A fundamental concern in the development and the use of a language test is to minimize the effects of sources of unreliability (Bachman, 2003). We used Hughes’ (1989) suggestions and
Dunkel's (1999) factor categorization to ensure and check NEPTON's reliability. NEPTON has a large item pool (635 questions, total of 1,084 items). Instructions are simple and clear. Data analysis indicated that most test takers (78.8%) felt quite comfortable with the instructions. In NEPTON, there is no choice of questions. The review process helped eliminate ambiguous items, reach agreement on acceptable responses, and edit questions and texts. Discrete objective scoring items are also used. Moreover, all items are randomly chosen and form a unique test for each test taker. In addition, the test specifications provide a detailed description of the system of cut-off points. The computer screen layout is clear and simple, and, as indicated by the data analysis, most test takers were satisfied with the clarity of both the computer screen (39.8% agree and 44.22% strongly agree) and the activity layout (36.3% agree and 35.4% strongly agree).

**NEPTON’s interitem consistency: split-half reliability index**

After studying the various methods of measuring reliability (test-retest reliability, parallel-form reliability, split-half reliability index, KR 20 formula, and KR 21 formula), we decided to estimate NEPTON's reliability by measuring the interitem consistency. We simulated the parallel forms method by calculating the split-half reliability index. This involved dividing the test into two, using the odd-even method for splitting the items, treating these two halves as being parallel versions, and correlating these two halves. As Table 6 shows, the two halves of the NEPTON test correlated strongly, thus suggesting high reliability.

<table>
<thead>
<tr>
<th></th>
<th>Odd number</th>
<th>Even number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odd number</td>
<td></td>
<td>.822*</td>
</tr>
<tr>
<td>Even number</td>
<td>.822*</td>
<td></td>
</tr>
</tbody>
</table>

* p < .01 (2 tailed)

The item bank construction was based on needs analysis, the English language program review, and test specifications. As a result, we had a general expectation that the cut-off points would be around 4-5. Indeed they were. We also had the pen-and-paper cut-off points as a starting point. In addition, we studied the gross proportion of statistics from previous years which indicated the percentage of students placed at each level. There was no indication that there were differences in this year’s intake. Moreover, we compared the electronic placement with the written component placement results to explore how they correlated. The total of 78% agreement (33% same placement and 45% one level difference) indicates a good correlation between the two components of the test, although a higher correlation of the same placement would have been more satisfactory. Twelve percent had two levels difference. In this case, test takers were placed in the middle level by an individual decision on those two students. The disparity of placement level—usually by one level—of 15% of the test takers was of concern and indicated the need for further investigation.

**General and individual factors influencing reliability**

Test takers need to be familiar with the format of a test before taking the test because familiarity makes test takers feel more comfortable. Test-taker factors such as transient factors (e.g., the physical and psychological health of the test taker) and stable factors (e.g., their
experience with similar tests) may influence test takers’ performance. For these reasons, test takers were given the opportunity to familiarize themselves with the test format and types of activities in the form of a booklet they received upon registration for the NEPTON test and also in the form of an electronic tutorial they completed just before taking the test. Test takers were asked how they felt before and during the test. Based on the data analysis, test takers’ tension rate before the test averaged between 24.8% neutral, 28.8% agreeing, and 12.4% strongly agreeing. On the other hand, they expressed that they felt quite comfortable during the test, (27.4% agreeing and 29.2% strongly agreeing). Test takers were also asked whether the tutorial helped them (see Figure 10).

**Figure 10**
The NEPTON Tutorial and Computer Familiarity

Sixty-four percent (14% strongly agreed and 50% agreed) stated that the tutorial was helpful to them. Even the majority of those who had some previous computer experience strongly agreed (14%) or agreed (41%). Although a considerable number of test takers were neutral, disagreed or strongly disagreed about this, only three out of more than 800 opted to take the test in its pen-and-paper format. This suggests that the majority of test takers preferred to take the placement test online.

**Situational factors influencing reliability**
The conditions of the test administration were uniform and nondistractive: test takers were sent to specific computer laboratories, and invigilators helped students through the tutorial. English language test experts and lab assistants were available at all times. There were no major distractions for most test takers, apart from one occasion in which a system failure, due to excessive demand of the system, caused a crash—a problem that was dealt with quickly.

**Test Validity**
We then checked the extent to which the objective component of NEPTON was sufficiently valid for its purpose and also the reactions and feelings of test takers and faculty towards it. An
adequate sample (more than 800 test takers) was used in the test trial for the test validation. Two hundred sixty-three answered the pretest questionnaire and 113 answered the posttest questionnaire. They are representative of the population for which the test is intended in age, experience, and background. The language levels of the test provide an adequate basis for validating the instrument. The large size of the item pool (1,084 items) also supported higher test validity.

**Internal face validity**

First, we established the extent to which the test takers were familiar with computers and examined their attitudes and feelings towards the computer delivery of NEPTON. We wanted to find out whether the eventual English language placement would be significantly affected by the test takers’ familiarity with computers.

**Test taker choice of the test mode of delivery**

Test takers had a choice of taking the test electronically or in pen-and-paper format. Out of more than 800 students, five students said they wanted to take the paper version of NEPTON, but, after doing the NEPTON tutorial, only three ultimately chose this version of the test.

**Test taker computer familiarity**

Before taking NEPTON, data were collected from each test taker on computer familiarity. The data were analyzed to establish test takers’ prior computer familiarity and attitudes toward taking a test electronically in comparison with the pen-and-paper test. This involved asking test takers whether they felt comfortable with basic computer techniques such as mouse clicking (see Figure 11) and scrolling (see Figure 12).

**Figure 11**

Test Taker Familiarity with Basic Computer Skills: Mouse Clicking

![Bar chart showing test taker familiarity with basic computer skills, mouse clicking](chart)

Sixty-six point seven percent of the male and 68% of the female test takers felt very comfortable with mouse clicking; only 5% of the males and 5.8% of the females felt very uncomfortable, and 1.4% of the males and 1% of the females felt uncomfortable with mouse clicking.
Sixty-one point two percent of the males and 54.5% of the females felt very comfortable with scrolling. On the other hand, 5.8% of the males and 5% of the females felt very uncomfortable, and 2.9% of the males and 4% of the females felt uncomfortable with scrolling.

From these data, it was evident that many test takers felt adequately comfortable using basic computer techniques (mouse clicking and scrolling) required for NEPTON, but there was a considerable number who did not seem to be. On the whole, the test takers did not seem to feel disadvantaged by the use of technology. On the contrary, as we have seen, the majority preferred to take the electronic version. Another indication was many test takers’ preference for the electronic test when they were given the hand-written task. However, we need to investigate more carefully the case of those test takers who feel uncomfortable with the basic computer techniques they need in order to take the test. At a later stage, it is planned to develop, in addition to the tutorial, a nonsecure component of the test in which prospective test takers can practice taking the test online at their leisure weeks or even months before actually taking the test.

**Test takers’ impressions**

Based on the pre-NEPTON test taker questionnaire data analysis, most test takers found the different types of questions covering the different skills to be manageable. The majority also found the instructions clear (43% agree and 46% strongly agree). The test takers also found the topics of the test interesting (38% agree and 23% strongly agree), while 22.1% were neutral, 8.0% disagreed, and 2.7% strongly disagreed. The test takers also found that there was enough variety of activities (46% agree and 15.9% strongly agree), but 23.9% were neutral, 9.7% disagreed, and 1.8% strongly disagreed.

As a whole, the results above indicate a general acceptance of and a feeling of comfort with the NEPTON test. The test takers’ attitudes and reactions indicate a general acceptability of items and test components.
Internal content validity

Six experienced English lecturers examined NEPTON’s content validity by studying two sample pen-and-paper tests and a sample electronic test and comparing all three tests to the Test Specifications. They rated NEPTON using a questionnaire. The results are discussed below.

The data analysis shows that 33.33% of the experts strongly agreed and 66.66% agreed that NEPTON met the requirements of an English placement test for the needs of University of Nicosia (Intercollege) students. Fifty percent strongly agreed and the other 50% agreed that NEPTON accurately represented the content of the University of Nicosia (Intercollege) English language program at the various levels.

In addition, 50% strongly agreed and 50% agreed that the grammatical points represented the content of the respective levels of instruction. Sixty-six point sixty-six percent strongly agreed and 33.33% agreed that the lexical points represented the content of the respective levels. Sixty-six point sixty-six percent strongly agreed and 33.33% agreed that the reading comprehension sections represented the content of the respective levels. Sixteen point sixty-six percent strongly agreed and 33.33% agreed that the topics were appropriate for the respective levels, while another 16.66% were neutral. The majority of experts (66.66%) agreed that the topics were interesting, whereas 16.66%, respectively, strongly agreed or were neutral. All experts strongly agreed that the instructions were clear.

The experts’ opinions varied in the following areas: 33.33% strongly agreed that the test reflected the test takers’ ethnic background, 16.66% agreed and 33.33% disagreed. Sixty-six point sixty-six percent strongly agreed that the test reflected settings test takers would encounter in their studies, whereas 16.66% agreed and another 16.66% were neutral. Eighty-three point thirty-three percent strongly agreed that the test reflected settings and contexts in English-speaking environments. Another 16.66% felt neutral. Finally, 83.33% strongly agreed that the test reflected the setting in which test takers would be studying, whereas 16.66% felt neutral about this issue (see Figure 13).

Figure 13
Experts NEPTON Content Validity Evaluation
Fifty percent of the experts strongly agreed and another 50% agreed that there was sufficient variety in text types and that the NEPTON test items generally targeted the appropriate level. Sixty-six point sixty-six percent strongly agreed and 33.33% agreed that the kinds of activities were appropriate. Eighty-three point thirty-three percent strongly agreed that the activity types covered a variety of learning styles; on the other hand, 16.66% felt neutral.

Eighty-three point thirty-three percent of the experts strongly agreed and 16.66% agreed that the time given to the test takers to take the test was appropriate, and all of them strongly agreed that there was enough flexibility in time to cater to individual differences in test takers’ time needs.

The experts were then asked to evaluate specific aspects relevant to the electronic component of NEPTON only. According to the data analysis, 83.33% strongly agreed and 16.66% agreed that the tutorial helps test takers familiarize themselves with the computer skills they need to take the NEPTON test, even those with some previous experience with computers. All experts strongly agreed that the tutorial helps the test takers familiarize themselves with the NEPTON test format, layout, and test items.

All experts strongly agreed that the computer screen and the activity layout were clear and that test takers are given opportunities to control the test (e.g., review items and go backwards and forwards).

**Figure 14**

NEPTON’s Efficiency

Figure 14 shows that 66.67% strongly agree that NEPTON is more efficient in content, administration, and time. Eighty-three point three percent strongly agree and 16.7% agree that NEPTON is more efficient in delivery mode. Fifty percent strongly agree that it is more efficient in cost and placement. Sixteen point seven percent agree on both, while 16.7% are
neutral about the test’s efficiency in cost, 6.7% chose not to answer about the cost and 33.3% were neutral about whether NEPTON was more efficient in placement. All experts strongly agreed that NEPTON has brought improvement in English placement test practices.

Figure 15
NEPTON Better than Previous English Placement Test
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Figure 15 shows that 16.7% felt neutral, 50% agreed, and 33.33% strongly agreed that NEPTON was better in format than the previous English placement test. Finally, 83.3% of the experts strongly agreed and 16.7% agreed that NEPTON had brought change and improvement, and all of them agreed that it brought efficiency in University of Nicosia (Intercollege) practices.

Conclusions from the experts’ test evaluation

Many of the aims of the research project seemed to satisfy the experts, aspects such as variety in text types, interesting topics, clarity, efficiency, user friendliness, security, format, review capabilities, and time. The experts’ evaluation indicates that in general NEPTON offers improvement, change, and efficiency in the English placement practices at the University of Nicosia (Intercollege). It can also be inferred that NEPTON reflects the test specifications and current theories and practices in L2 testing. Their suggestions for improvement positively contribute to its further improvement.

External construct validity

The construct validity of a test is “the extent to which the test may be said to measure a theoretical construct or trait” (Anastasi, 1982, p. 144). In the case of NEPTON, the agreement of experts in the field regarding the content validity of the test also lent credence to the inferred degree of construct validity. English instructors at the University of Nicosia (Intercollege) were also asked to give their feedback about the NEPTON. They were happy to use it and replace the old placement test, but they wanted to keep the written component, even though this is not offered electronically for the time being.
CONCLUSIONS
In Cyprus, there are a number of public and private tertiary institutions. Some of these institutions feature English as the language of instruction. For this reason, they have English placement tests to place their students in their English language courses. All of them, however, use pen-and-paper English placement tests. The NEPTON test at the University of Nicosia (Intercollege) is the first English placement test used in Cyprus at tertiary level in an electronic form and is based on contemporary theories and practices in L2 testing. This article documents the processes followed to arrive at a choice of the university’s testing model and the design of a hybrid online testing model felt to be the most suitable for the English placement testing practices of the university. The discussion of the test implementation and evaluation also provides evidence of the extent to which the hybrid NEPTON proved to be efficient and reliable as a testing tool for large groups of English learners in a particular setting. The NEPTON test model should not be seen as a static and permanent means of placement test practices at the University of Nicosia (Intercollege). One of the reasons for developing an in-house model was to have the opportunity to continuously monitor, develop, and change the model according to changes in the area of technology-based language testing and test takers’ characteristics. Also, this model should not be seen as a model that could simply be transferred to other English placement testing programs because it was developed for a specific context and specific needs. Its case (alternative design and innovative features), however, may prove useful to other English placement testing programs.
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